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Orthogonal Diagonalization

Last Lecture

» \We saw that every square matrix with real eigenvalues is orthogonally triangularizable.

In this Lecture

» We will determine which n X n matrices have the property of being orthogonally similar to a diagonal matrix.
That is, they have an orthonormal basis for B" of eigenvectors.

Orthogonal Diagonalization

Definition: A matrix A is said to be orthogonally diagonalizable if it is orthogonally similar to a diagonal matrix.

Our goal is to figure out which matrices are orthogonally diagonalizable and see what properties produce them.
Assume that A is orthogonally diagonalizable. Then there exists an orthogonal matrix P and diagonal matrix D such
that D = PTAP.
Given PT = P‘L; solving for A gives A = PDPT.
We know that A and D are similar, so we need to see what properties D has and see if A has those same
properties.
Since D is diagonal, then DT = D, which implies

AT = (pDPTYT = (PTYTDTPT = PDPT = A
Hence, the property A = AT is shared between A and D.

This proves the following:
Theorem 10.2.1

If A is orthogonally diagonalizable, then AT = A.

We want to know if this is sufficient. That is, we want to determine if every matrix A that satisfies the property
AT = A is orthogonally diagonalizable.

Page 1 of 7
© University of Waterloo and others




MATH 235
Module 10 Lecture 19 Course Slides
(Last Updated: March 26, 2014)

Orthogonal Diagonalization
Theorem 10.2.3 - The Principal Axis Theorem

If A is a matrix such that AT = A, then A is orthogonally diagonalizable.

We don't have enough information to prove this just yet, but we can potentially use the Triangularization Theorem.
Before we can prove the theorem and use the Triangularization Theorem, we need to prove the following:

Lemma 10.2.2

If A is a matrix such that AT = A then all eigenvalues of A are real.

The proof of this will be looked at later.

Orthogonal Diagonalization
Theorem 10.2.3 - The Principal Axis Theorem

If A is a matrix such that AT = A, then A is orthogonally diagonalizable.

Proof

By Lemma 10.2.2 all eigenvalues of A are real, and we can apply the Triangularization Theorem to get that there

exists an orthogonal matrix P such that PTAP = T is upper triangular.

Following Theorem 10.2.1, we will show that T has the same properties as A since they are similar, and we get
TT = (PTAPY = PTATP=PrAP=T

Since T is an upper triangular matrix, then T7 is lower triangular, and so T is both upper and lower triangular and

hence T is diagonal.

O

Definition: A matrix A such that AT = A is called symmetric.

We have now proven that a matrix A is orthogonally diagonalizable if and only if it is symmetric.
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Orthogonal Diagonalization
Theorem 10.2.4

A matrix A is symmetric if and only if X - (AY) = (AX) - yfor all X, € R".

Proof
Suppose that A is symmetric, then for any X,y € R" we have
@) =45 =345 = )5 = 4D 5
On the other hand, if X + (Ay) = (4X) - ¥ for all ¥, ¥ € R", then
FAy= @)’y =74"y

Since this is valid for all ¥ € R", by Theorem 3.1.4, we get that

FA=7AT
Taking the transpose of both sides gives

ATx = AF

Since this is also valid for all ¥ € R", we get A7 = A by Theorem 3.1.4.

Orthogonal Diagonalization

Theorem 10.2.5

If A is a symmetric matrix with eigenvectors ¥, ¥, comesponding to distinct eigenvalues 4. 4, then ¥, and ¥; are
orthogonal.

Proof

We need to prove that ¥, - #, = (1.
We have
A1(Fy - ) = (47) - ¥
= (A¥1) - 72
1 - (4%)
¥ - (A2¥2)

= l‘,ﬁ;l . ;2,)

Since A; # 4, this is only possible if v - ¥, = 0.

(]
Note: This theorem states that eigenvectors corresponding to different eigenvalues of a symmetric matrix A must
be orthogonal.
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Orthogonal Diagonalization

Example

4 0 0
Orthogonally diagonalize the symmetric A = [0 1 —2}-

Solution

We have
4-2 0 0
0 1-4 =2
0 -2 1-1
The eigenvalues are 4, = 4, 4, = 3, and 4; = —1 each with algebraic multiplicity 1.

CA) = =—A-HA=-3)i+1)

Orthogonal Diagonalization

Example

4 0 0
Orthogonally diagonalize the symmetric A = [0 1 —2}.

Solution

For 4, = 4 we get

0 0 0 0
A—J:]I:[O -3 —2:|~[0
0 -2 -3 0 0 0
1
Thus, a basis for the eigenspace of 4, is {[0 ”
0
For Az = 3 we get
1 0 0 1 00
A—ig!:[{) -2 —2:|~[0 :|
0 -2 -2 00 0

0
Thus, a basis for the eigenspace of 4, is {[ -1 ]}
1

(="
Ll =
S

—
—

Page 4 of 7
© University of Waterloo and others




MATH 235
Module 10 Lecture 19 Course Slides
(Last Updated: March 26, 2014)

Orthogonal Diagonalization

Example

4 0 0
Orthogonally diagonalize the symmetric A = [0 1 —2]-

Solution

For A3 = —1 we get

5 0 0 1 0 0
A-Al=|0 2 =21~|0 1 -1
0 -2 2 00 0

0
Thus, a basis for the eigenspace of 4; is {[ 1 ]}
1

1 0 0
As Theorem 10.2.5 predicted, the eigenvectors ¥, = [0] V= [—1 ] and vy = [ 1 ] form an orthogonal set.
0 1 1

1 0 0 4 0 0
We get that A is diagonalized by the orthogonal matrix P = | 0 —-1/v/2 1/4/2 [toD = lo 3 0 ]
0 W2 12 0 0 -1

Note: It is important that you are good at diagonalization. You need to be particularly good at finding all
eigenvalues of a given matrix, and finding a basis for the eigenspace of an eigenvalue 1 by just looking at A — AI.

Orthogonal Diagonalization

Example

5 4 -2
Orthogonally diagonalize the symmetric matrix A = [—4 5 2 ]

-2 -2 8
Solution
We have
5-1 -4 -2
Chy=| -4 5-4 -2 |=-ii-9)7
-2 -2 8-4i

The eigenvalues are 1; = 9 with algebraic multiplicity 2 and 4, = 0 with algebraic multiplicity 1.
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Orthogonal Diagonalization

Example

5 4 2
Orthogonally diagonalize the symmetric matrix A = [—4 5 -2 ]

Solution

For A; = 9 we get

-2 =2 -1

-17[-1
Thus, a basis for the eigenspace of 2; is {¥#, W2} = {[ 1 :|[ 0 ]}
0 2

However, observe that these eigenvectors are not orthogonal to each other.
Theorem 10.2.5 only guarantees that eigenvectors corresponding to different eigenvalues are necessarily

-4 -4 -2 1 1 172
A-d=|-4 -4 -21~10 0 0
0 0

orthogonal.

We know that the eigenspace of 4; is a subspace of B*, so we first need to find an orthogonal basis for the
eigenspace of 4;.

We can do this by applying the Gram-Schmidt procedure to this set.

Orthogonal Diagonalization

Example

5 4 -2
Orthogonally diagonalize the symmetric matrix A = [—4 5 2 ]

Solution

For A; = 9 we get

-4 -4 -2 1 1 112
A-4I={-4 —4 -2|~10 0 0
-2 -2 -1 00 0
-17[-1
Thus, a basis for the eigenspace of 2; is {#, W2} = 1 ] 0 |}
0 2

-1
Pick ¥y = wy. Then §; = Span{[ 1 ]} and
0

) S R b
V2 = PerPg, w2 = wa — e vi=5 -1

-1 -1
Then, an orthogonal basis for the eigenspace of 1 is {|: 1 ],[—1 ]}
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Orthogonal Diagonalization

Example

5 4 2
Orthogonally diagonalize the symmetric matrix A = [—4 5 -2 ]
2

Solution

For A; = 0 we get

3 -4 -2 1 0 -2
A—dgdl={—-4 5 =21~]10 1 =2
-2 -2 8 00 0

2
Thus, a basis for the eigenspace of 4z is {?3} = [2] .

Observe that ¥5 is orthogonal to the orthogonal basis for the eigenspace of 1, as predicted by Theorem 10.2.5.
Hence we now have an orthogonal basis for R* of eigenvectors of A.
Normalizing ¥;, ¥,, and ¥, we get that A is diagonalized by the orthogonal matrix
23 —1/42 1418
P=123 U2 -UyT8
1/3 0 4118

00 0
toPTAP=D=[0 9 0].

0 0 9

Orthogonal Diagonalization

The examples demonstrate that the procedure for orthogonally diagonalizing a symmetric matrix is exactly the
same as normal diagonalization except for the following key points:

s [f we have a symmetric matrix A, then by the Principal Axis Theorem, we know that A is diagonalizable.

» Theorem 10.2.5 only guarantees that eigenvalues corresponding to different eigenvectors are orthogonal. If you
encounter an eigenvalue with geometric multiplicity greater than 1, if necessary, apply the Gram-Schmidt
procedure to the basis for that eigenspace to get an orthogonal basis for the eigenspace.

« \When creating the diagonalizing matrix P, make sure you have an orthonormal basis of eigenvectors for R" of
A. That is, make sure to normalize the eigenvectors.

Much of the rest of the course is about orthogonal diagonalization and its uses.
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